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1 Introduction

This treatment of general equilibrium maintains the view, also held
by Schumpeter, that the topic has essentially to do with aggregates
and any modelling of underlying elements, in particular anything
to do with utility, is secondary if not spurious. Familiarity here
extends to the basic model, with excess supply depending on
prices to the extent of their ratios, which determéxehange
rates joined with continuity, and subject toWalras Law
expressing the aggregate budget constraint, that what is bought is
paid for out of what is sold. An additional assumptiorFisite
Supply Capacitythat the excess supply for any good is bounded
from above. This could come from physical limitation of
production possibilities.

Then there is théntercept Condition , that demand for a good
must exceed supply if the price is small, or that demand overtakes
supply of a good as its price falls, to make excess supply negative.
This is consistent with the principle that the price of a good is an
incentive to sell and a disincentive to buy, so that as it falls supply
decreases and demand increases. The assumptions now are enough
for the existence of equilibrium pricesThe proof uses the KKM
Lemma dealt with in an appendix.

One further assumption provides fgiobal stability under a
differential price adjustment process, and hamtigueness of the
equilibrium. This is theSlope Condition, which itself implies the
Intercept Condition which suffices for the existence of an
equilibrium. It requires that excess supply of a good be decreasing
as a function of the other prices. The sense is that there is incentive
to buy more and sell less of a good if the price of another good
increases. Behind this is the idea that the less bought of the other
good, as by the already mentioned incentive principle, is offset by
more bought of the first; and similarly with the supply side.

The method of proof involves algebra of distribution matrices,
given in the appendix. These occur as transition matrices in
Markov process theory, where stability depends on convergence of
infinite powers, whereas here the issue is for infinite products.



2 Markets

The market is a distinct general phenomenon, present in all kinds
of circumstances. To understand it as such and as being
unconditioned by very special circumstances, it should in some
way be cut off for a separate treatment. Though one may then be in
an imaginary world, demonstrating the market phenomenon in a
well-defined, abstract world—one we know well because we
invented it—should go some way towards providing an
explanation.

The occurence of markets is completely commonplace, it is
outstanding no planning committee or other agency is required to
take part, they can just happen, almost anywhere. The conditions
to be considered therefore should be rather primitive. For having a
theory, some such conditions have to be explored.

The possibility of a market cannot be isolated from the process
of original realization. An existing possible arrangement is
tantalizing in the absence of a way of getting to it, from some, and
perhaps any position. Théatonnement or tentative groping
process of Walras, or something like it, is therefore an essential
part of the matter. The pure existence possibility has to be joined
with some operational finding process. That requires a kind of
roughness, overriding disturbances, so as to embody the stability
of the self-regulated system without which it could not in practice
exist.

The considerations are necessarily abstract, intended only to
reflect something of théorm of common experience. A simplest
representation therefore could be of adequate value. This is not
micro-economic theory that pretends to offers a picture of the
system built from ultimate parts, but more on the surface.

That a good has a prid@ is demonstrated when a transaction
takes place, inwhich it has that price. There is no real alternative
sense in which a good canhave a price. It means nothing that
cabbages are $1 per Ib if no one, or ratherno two, are buying and
selling at that price. Goods left on the shelf with aprice tag on
them, like many a house for sale, do not have a price until they are
sold. Those tags are atmost offers, or just factors in the
tatonnementThere are countless other goods on the shelf, some of
them not yet invented.

In the transaction there is a buyer and a seller, and, even
though two are present, what is bought and what is sold are the



same thing. There seems no escape from that. In other words,
supplyS equalsdemand : S = D . This isnot an equation with
content. It just connects two names that have been givento the
same thing. But why give the same object two different names? It
would be more logical to give it one, say th@nsaction quantity

Q.

We have a transaction prid@  and quangity for a good.
Both are observable, and they are observed together. But it is very
popular to giveQ twodifferent names, amd , and then talk
aboutS andD separately as if they were distinct entities, which
could, moreover, exist apart. There is a puzzle here, or some
confusion—possibly on the part of this writer.

It could be wondered (from limitless curiosity) why any price
should be justP and not higher or lower. Since the market is
central to economics, it is insome way understandable that there
should be an attempt to give an explanationof price, even a
complete one. But what kind of explanation can there be? To
explain a change in a price is a more modest endeavour than
explaining a price.The same is true with regard to the neck of the
giraffe, the elongation is wellunderstood in terms of evolutionary
mechanisms (despite some debate aboutthat) but no biologist
attempts a complete explanation of the giraffe. Economists, of the
fundamentalist kind, have greater courage. They offer an
explanation of price, of all prices; or, rather, a form for an
explanation hasbeen proposed (perhaps more than one). But
carrying out a realization of theform is a further matter having
much less attention. One may ask what contentthere could be just
in the proposal about form, and whether there is anythingin it that
can be known to be true or false, or neither.

A main doctrine about a price in settled times was that it should
be settled. A price was part of the order of things like fowls of the
air and beasts of the field; there was such a thing as a proper
chicken and it had a proper price. The price could be known and
counted on; it could enter into plans for a dinner or the allocation
of a budget. This is a rational position, and practical, but it is not
one that can always be enjoyed, because unsettled times produce
changes also in prices. The interest then is still practical; not why
prices should all be absolutely what they are, but how they might
change. This is as with the giraffe. There can still be the question
of why there should be any offer to explain all prices, and even
whether there really is an explanation.

It has been said “Teach a parrott to say Supply and Demand



and there you have an economist” (Stephen Leacbit&rary
Lapse$. Whether or not this statement deserves approval, it
suggests a pleonasm, since we decided that supply and demand are
the same thing. They are not equal, but are indistinguishable. That
Is a matter of inescapable logic, since what means buying
something to a buyer means selling something to a seller, and these
two things happen to be identical. All the same, though the two
things are one, it is outstanding that the same cannot be said of the
buyer and the seller. These are two separate individuals. In fact,
since the transaction is voluntary on both sides, it seems something
of a coincidence that they got together. For theory here is not just
the chance but the matter to be explained.

This apparent chance has an extension to the aggregate, where it
looks as if an unlikely coincidence must occur in order to have a
price at all, because those willing to buy must be exactly matched
by those willing to sell. It seems implausible that everyday
economic life, where the price phenomenon is a commonplace,
should be based on such a precarious balance. Theory should deal
with the possibility of the fine arrangement; and, since feasibility
Is of incomplete interest without an idea of how it is realized, it
should deal also with the process for arriving at it. Just now,
however, the concern is with elements rather than aggregates.

The encounter between buyer and seller might in reality have
some significant effect on each. If this is of a special and
individual kind it must be ignored, and for purposes of theory we
should deal with simple automata. A simplicity in the encounter is
assured if the only recognizable interface between buyer and seller
is the price. For a start, it is supposed that the buyer and the seller
in their separateness each have a definite potentiality for their part
in the transaction which takes place, already existing and then
realized from the encounter. A shape for such assumptions is
provided by the following:

(i) Anyone willing to buy a unit of a good at some price
would be willing to buy it also at any lower price.

(i) Anyone willing to sell a unit of a good at some price
would be willing to sell it also at any higher price.

These are norms consistent with price being an incentive to sell
and a disincentive to buy, and not absolute laws. We know from
Veblen about ostentatious expenditure, and ostentatious charity or
other dispositions that might be imagined could be an addition to
that. The situation is not different from Newton’s when he made



uniform motion a norm; non-uniform motion causes attention to
forces, if any can be found, and here ostentation is to Veblen what
gravitation was to Newton. These assumptions expfess
disposal the buyer who pays less is free to dispose of the
difference leaving a situation which is the same and therefore as
acceptible as wheRR  has been paid, and similarly on the side of a
seller.

If P, is the upper limit to prices at which the buyer would be
willing to buy a unit andP, is the lower limit at which the seller
would sell then simultaneous willingness both sides requires

P, <P <P,
Hence
P, < B,

for simultaneous consent to a transaction quantity at somefrice
which then can be anywhere betweeh, dpd . Otherwise at
least one refuses and there is no transaction.

When successive further units are brought in we get declining
and rising step functions, and if the units are small and numerous
these become general monotonic curves, the supply and demand
curves for buyer and seller. This line can be taken further by
bringing in notions about a market and these individuals being in
one.

Important data of the sensible world of economics concern
form, not hard to get but evident from ordinary experience. No
measurements are needed to know it, or read it. Also, things on
paper are a part of economics because they affect behaviour and
events; they are a real part of the real world. There is a voluminous
recording and manipulation of data, but nothing of what in the
main passes for economic theory really depends on it; in part of its
nature it is near to ritual, in some form indispensible to social
decision making as from time immemorial. The empiricism of
natural scientists is different from so-called ‘empirical work’ in
economics.

These possible views are entertained in connection with price
theory based on supply and demand, in order to evaluate rather
than object to it. The theory relies on ideas of the kind already
described that have obvious reference to experience and we know
what they mean. But there is a transition at some point, and there
can be questions about the result. For instance, if the final theory
were true there would be no way of knowing it, and so there can be
guestion about the sense of offering it as true, or even as possibly



true. As for its being false, in particular economies we know that it
Is, at least to some extent, because for instance prices are subject to
various regulations. Also, time is a complication that makes the
theory even difficult to interpret. None the less, and perhaps
properly, the theory of prices and their equilibrium (in an unknown
and unknowable framework) is given an important place in
economic theory. Whether or not there should be a complaint
exactly here, there can be one of another order about the ‘welfare’
appendages to this theory.

The matters up to now have a local and individual reference,
but dealing with an economy signifies a global framework of
information and competition. Stephen Leacock brings that out in
“Boarding House Geometry”, another of thigerary Lapses . He
sets out the argument in the manner of Euclid, a few Postulates and
then Propositions. The former go somethinglike this:

POSTULATES:
A landlady is an angular figure equal to anything.

Boarding house sheets produced however far each way will not meet.
A pie is produced any number of times.

and so forth. Then the first Proposition and its Proof.

PROPOSITION:
All boarding house rents are equal.

The proof is by the method oéduction ad absurdum by which an
hypothesis is impossible if it has impossible consequences:

PROOF:

Suppose, if possible, that the rents are not equal. Then one is greater

than the other. Then the other is less than it might have been, which is
absurd, &CQED

The absurdity is from the landlady’s side and it could have gone
just as well from the the tenant’s sidee-  the other is greater than
it might have been.. Leacock takes for granted our stated
assumptions about buyers and sellers. While there are transactions
in a good at pricd® no sellerwill sell at a lower price and no buyer
will buy at a higher one. Since jointconsent is needed, there will
be no transactions at a price above or betow ,and the good has a
single priceP . There is a global equalization, a global information
situation having been presupposed.

Should buyers willing to buy at the price be exausted before
sellers willingto sell, then if further transactions take place they
will be at a price thatbrings in more buyers and thereby a lower



price, though not one so low as to cut out all sellers. Those sellers
who are within their threshold and preparedto sell at a lower price
will take part, and those others who were at or beyond it will not.
In going to a lower price demand rises and supply falls; similarly
with the reverse situation, in which further transactions would take
place, ifat all, at a higher price. At any point the price is what it is
because all whowould be buyers at that price find sellers and all
sellers, buyers. There might be none of either. But it makes no
sense to say cabbages are £1 per kilo if there is a would-be buyer
at the price who cannot find a seller, or a seller who cannot find a
buyer. The price being? depends on the balahee D. If both
sides of this equation are zero, as when buyers and sellers are far
apart andthere are none for a range of prices, it would not be
precarious; otherwise it is, and there are movements. This is a
dynamic picture giving sense to movements. It does not depend on
a knowledge a the total numbers that would buyor sell at whatever
price; whatever these might be, should it make sense evento refer
to them, they can be recognized to be continually changing. At any
moment one can in principle know the prevailing price  and the
transaction quantityQ  which is simultaneously both supply and
demand, and that is all.

The theory of price as determined by the equality of supply and
demand postulates that supply and demand are functions
S = S(P), D = D(P) of the possible pric& , and the prevailing
price P is determined by the conditidh(P) = D(P) . If this
theory is offered as having an empirical basis, there is a problem
about knowledge of these functions, since only one point is
observable on each, the po{(i#®, Q) . If the price ever changes,
it must be because the functions have changed and so are no longer
observable; instead, a new single point can be observed on the new
‘functions’. If the functions do not change they cannot be
observed, and if they do change they cannot be observed either.

The market in which goods have a price at which they are
bought and sold is a commonplace phenomenon. With it there can
be the idea, even if not the exact experience, of a settled market
where, day after day, the prices and transaction quantities are the
same. If we can think of a market as we do because of experience,
we can also think of a settled market. It is a logical possiblity
arising from the terms of description of markets, and it makes an
ideal reference.

With a settled market, the possibility can be entertained of its
being made up of settled individuals with fixed supply and demand



functions. That is an imaginable possibility, in fact, one that is
already imagined in price theory. A market of some sort is known
to be a real possibility in some real circumstances. Now it can be
asked if a market is a possibility in some ideally possible
circumstances with fair provisors that do not ask anything
positively wrong from experience. This is an important first
question for a theoretical understanding of the market system. A
negative answer would be a great surprise and would make the
market phenomenon thoroughly mysterious. Markets are found
everywhere, in principle self created and self governed without any
centralized intervention; and one would have to wonder what it is
in the real world and not in the imagined world that makes them
possible. With a positive answer there is, in addition to peace of
mind, a central finding about the nature of markets, showing the
known real possibility matched by an intrinsic theoretical
possibility.

To develop the question, consider functions which give the
vector S of differences between aggregate supply and aggregate
demand for all goods as determined by the veptor of all the
prices. These armarket functions , given in the form of excess
supply functions, soD(p) = —S(p) would be excess demand
functions.

In principle, the economy is composed of individuals each with
such a functiors(p) , and the market functien is a sum of all the
individual functionss . At any prices, each individual buys some
goods and sells others, paying for purchases with receipts from
sales, so that demands match supplies in exchange value and there
is the individualbudget constrainps(p) = 0 . Then, for their sum,
pS(p) = 0, which is calledValras’ Law .

The price > o are significant only as determining exchange
rates between goods from their ratios. Since the functions depend
only on the ratios, we havwdip) = s(p) for &all>0 . Summing,
the functionS(p) is defined for ati > 0 and such that

pS(p) =0, S(tp) = S(p) (t>0).
The market feasibility question, or the existence of some feasible
prices, isnow the question of whether or not there exists some
pricesp > o for which aggregate supply equals aggregate demand
for every good, or the excess supplies are simultaneously all zero,
that is
S(p) = 0.



It is not enough to know that such prices should exist; a further
issue is how they would be found. After all, no one is doing the
computing but the economy itself. ThHeaw of Supply and
Demand that the price of a good falls if it is in excess supply and
rises if it is in excess demand, is an available principle which, put
in a suitable form, should amount to a computational algorithm.

Excess supply or demand is known not by a fixed identifiable
individual or agency, but in a scattered decentralized way, as soon
as a buyer of a good cannot find a seller or a seller a buyer at the
price of the last transaction.That price then is no longer the price.
The possible price rises or falls, in the minds and readiness of
unfulfilled buyers or sellers in the one case or the other, until a
transaction takes place, when it becomes the actual price; and so
forth. A consistency with this picture is required; it is not exactly
thetatonnemenif Walras, but more or less the same—and there is
no need for the usual auctioneer.

3 Market functions

Market excess supplyfunctions (S)gE R" are defined for all
p> 0, pe R,.The market as a sum of independent individuals
requires the functior for the market to be a sum of functsons
for the individuals,

SP=2 %P,
where, since prices are significant to the extent of determining
exchange rates,
s(tp = g p (> 0), (i)
and sinces(p) represents an exchange of goods at these rates,
ps(p =0. (i)
Hence, by summation,
Stp=3p(t0), (i)’
pS p = O(Walras’ law). (i)
For the vectoe =¢e(p) oimarket value functions
& =pS(P.

which give excess supplies in money or exchange value terms, it
follows that

e(tp) = te(p) (t>0), (i)”
>-;¢i(p) =0. (ii)”
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From (i) the market functions, defined fpr> 0, are fully
specified from their values in the interior of thermalized price

simplex
A={p:p>o0,>,np=1},

where prices sum to 1. Tlseipply capacity limits are

uj =supS(p ,
and thefinite supply capacitycondition requires

u, < oo.

Joining (i and (i) with this assumption, together wétmtinuity
of theS;, the value functiong areontinuous and bounded above
in A. But from (ii)’,

€ = _Zi#je ’
so also they are bounded belovthis still allows the ; Sto be
unbounded below, from demand being insatiable. Hence, being

bounded and continuous, the functias haweque continuous
extensions to the closure .of

Thelntercept Conditionrequires that, foranyp & ),

S; < 0forsmallp,
equivalently, oma
p; = 0 = g < 0.

The sense of this condition is that demand overtakes supply of a
good as its price goes to zero. Then fronf (ii) ,

pj=1= p=0(F )
= Je:—zi#j e 0,

so we also have
pj:]- = %>O

With the continuity, it follows from Bolzano’s theorém that
e;=0,0< p <1,forsomep,

in which case also
S=0,0< p<1.forsomep.

1 A continuous function defined on an interval takes every value between any two of its values.
Hence if it is positive and negative it must also be zero at some point.
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Thus, other prices being fixed, any one market for a good can be
cleared by setting its price.

4 Existence

For general equilibrium, all markets have to be cleared
simultaneously, that is,

S =0, for somep > 0.

As to be seen, the available assumptions already imply this is
possible.
Consider continuous excess supply value functions

e =pS(P.
defined on the normalized prices simpléx such that
2_;€ =0,
and
p,=0 = <0,

that is, satisfying Walras Law and the Intercept Condition. We will
show thatS;(p) = 0 for allj, for somg > o.
Let
Cj:{p:ej20}7

so these are closed sets since the functipns  are continuous, and
for any subseV’ of the goods, or of vertices of the simplex, let

Cy = UjeV Cj'
The face of the simplex on the vertidés is
Ay ={p:jeV = p; =0}
It will be shown that
Ay C Cyforall vV
and hence, by the KKM lemma of Appendix II,

ﬂjCj#O'

pE ijj'

But any

Is by definition such that

2 Prices being significant to the extent of their ratios, one price varying while others remain

fixed can mean that, as the one variesin the inteffudl| , the others vary to preserve
normalization while their ratios remain fixed. In other words, there is movement on a line

connecting a vertex of the normalized price simplex  to a point in the opposite face.
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e;(p) > 0 for all ;.

Zjej:o’

But since

this is equivalent to
ej(p) = 0 for all 5.

By the Intercept Condition this impligs> 0  and so is equivalent
to

Si(p) = 0 for all 7,

as required.
Thus, foranyp € A
peEdAy & jJEV =p=0 def of left
= JjeV =¢ <0 Intercept Condition
= ZjGV e; <0 inequality sum
& Zjev ej >0 Walras’ Law
= e;>0forsomej €V  inequalitgum
& pe(C jforsomejeV  def ol
< pelCy def of Cy
oAy C Cy. QED
5 Stability

There is also the question of how the prices may be found, by a
process that takes place within the economy arising from reactions
to the shortages and surpluses that occur. The imbalances between
buyers and sellers produaearket forces which adjust prices
upwards and downwards according to thew of Supply and
Demand,and should lead towards proper market prices, these
making anequilibrium for the adjustment process. Hence there is
the question of thetability of the system, in regard to a model for
such forces.

Such a model is provided by the differential adjustment
proces® = f(p) where

fi(p)= —ve(p (y> 0)

One further assumption provides for global stability under such an
adjustment process, and uniqueness of equilibrium. This is the
Slope Conditionwhich requires $ )p ,and equivalentlye , to be
decreasing inp; i#] ). From (ii), with this conditiom, 5
increasing irmp;.
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Suppose market functiong;  are continuously differentiable
and such that
eij = 0e;/0p; <0 (j #1).
This is a consequence of the Slope Condition which, though
different, is similar to the already familiar gross-substitutes

condition on excess demand.
Now from Walras’ Law

> € =0,
2.i¢ij =0,

and so als@;; > 0. Because the are homogeneous of degree
they satisfy Euler's identity

Zj €ij Pj = €is
with the consequence that <0 #, =0. Thuthe Slope

Condition implies the Intercept Conditioand so, by the theorem
of the last section, we have the existencg‘af 0 for which

we have

ei(p*) = 0 for alli.

We will be able to deduce also the uniqueness of gtich  from the
following stability considerations.
Consider now the differential price adjustment system

p; = —vi&(p),
where thereaction coefficients or velocities, are any constants
v; > 0. Since replacingp; by;/v; corresponds to a change of the
arbitrary physical units, we can suppose the change already made,
so in effect the coefficients become all equal to and the system
becomes simply

p=—e(p).
Given any initial p(0) in the interior ofA , this has a unique

solution p(t) (¢t > 0) , and the Intercept Condition assures us that
this remains in the interior ad . We want to show that

p(t) — p* (t — o0).
In other wordsp* is a globally stable equilibrium, in the
differential adjustment process, and hence also the unique
equilibrium.
For a small time intervalr the adjustment process is
approximated by the finite difference system

p' —p=—1e(p),
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wherep becomeg’ after time . Thus we have f(p) where

f(p) =p—re(p),
soe(p*) = 0 is equivalent tg(p*) = p*.
For the derivatives off; we have

fi=1—7ey, fi; = —7e;; > 0 (j # 1),

>ifi=1—1)e;=1
Thus the derivative matriy of is a positive row distribution
matrix provided

and

T < ]./6ZZ

From continuity of the derivatives and compactnesd of , can be
made small enough to make this so forpall . Then with positive
and continuous, and\ compact, the elementg of have a lower
boundu > 0.

Now consider the -fold iterated image

) = (G- f(p)--0)),
that is,

fOm) =p, fOp) = (" V() (r=1,2...).

The derivative matrix, by the chain rule, is

g(r) — gl.“gr’

where ¢° isg evaluated af*~!)(p). Then, by the Theorem,
Appendix lll, Corollary, forallp,q € A ,

(g —p)g"| <lg—pl(1—p)"
But by the Theorem of the Mean,

) = fD(p) = (a = p)g"(2),
wherez € < p,q >. We can now conclude that, for any 0
there exists such that, for allg € A

£ (q) — FP(p)| < e

for all » > s, and hence thaf)(p) (r — c0) converges to a
constantfunction, with the single valgé  since in any case this
must be one ofits values. In other words, is a stable equilibrium
in the finite adjustment systepl = f(p).

The differential system and the finite difference systems have
the same equilibria. The finite difference systems are stable and
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approximate the differential system for small . It follows that the
differential system is also stable.

Appendices

| Sperner’'s Lemma

Let S be a simplex ant’  the set of its vertices, these beind

in number ifS has dimensiom , making it an -simplex. Taking
barycentric coordinates withh as simplex of reference, any point
x € S has coordinates; (i = 0,1,...,n) Wwhere

Thusvertex; of S has coordinates

A faceof S'is a simplexS’ whose vertices are a subSet V
of the vertices o6 . The vertices §f are the faces of dimeifision
and S itself is the only face of dimensian . The -facesdges
are the line segments joining pairs of vertices.

A simplicial dissectionof S is a collectionT” of simplices
coveringS any pair of which are either disjoint or have a common
face for their intersection. The verticesiof include all the vertices
of its simplices, and so also all the verticesSof . A dissedlion of
S provides a dissection also of the faces'of , whose simplices are
faces of the simplices of' . By dissecting the simplices of a
dissectionl’ ofS we have a further dissectiorbof , whose vertices
contain the vertices af as a subset.

The barycentric subdivisionof a simplexS is the particular
simplicial dissectionB § ) whose vertices are the vertice$ of
together with the bisectors of the edges. Barycentric subdivision
can also apply to any dissection. By -times repeated subdivision,
we have then th barycentric subdivisign...B S (.) ) 6f
whose simplices have edges which é;re of the edg€s of

The carrierface of any point ofS is the face of lowest
dimension which contains it. Thu¥, = {i z; > 0} is the set of
vertices of the carrier facg, af . The verticesSof are their own
carrier faces. Also, any face of a simplex of a dissection has a
carrier face, which is the face of lowest dimension of the base
simplex which carries all its vertices.

A Spernerlabelfor a point of S can be any vertex of its
carrier face. Thus. is a Sperner labelfor LiE V, , that is, if
xr, > 0. In particular, the only possible Sperner label for a vertex
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of Sis the vertex itself. ASperner labelling for a simplicial
dissectionT” ofS is a functiod. which assigns a Sperner label
L(x) to every vertexe of' . Then@pernersimplex is a simplex
of T" whose vertex labels describe all the verticeS of

Theorem (Sperney For any simplex S and any simplicial
dissectionl’ ofS , and any Sperner labelling of the verticés of
the number of Sperner simplices is odd, and consequently there
exists at least one.

First we will see what it means forla -simplex , with vertices
0, 1. This is a line segment with 1, as endpoints, say on the left
and right.

1-Simplex.S

For a simplicial dissection a&f ¢f the vertices are a set of points
of Sincluding0 andl . Neighbouring ones join in segments, which
are the simplices of the dissectidh . These céver , and any pair
either are disjoint or have a face, in this case an endpoint, in
common.

Q------- 0------Q-----=--~ 0--------- 0----0
0 1

Dissectionl” ofS

Sitself is the carrier face of every vertex df  except its own
vertices, which carry themselves. Therefore with a Sperner
labelling they carry eithed ar as labels, while the verticeS of
label themselves.

Q------- Q------Q--------- Q--------- Q----0
0 0 1 1 0O 1

Sperner labelling, of”’

A Sperner simplex is a segment whose vertex labels includé) both
and1 . It is clear that one must exist in this special case. Scanning
the vertices ofl’ from the left, we start witltha . Succeeding ones
carry labelsO orl , but the last has the label . The first that
occurs produces the first Sperner simplex. Since there is a vertex
which carries the labdl , the last being a case, so thata must be
encountered sooner or later, at least one Sperner simplex exists.
The argument of the theorem is that the number of Sperner
simplices is odd, so there must be at least one. We can see that in
this case. In scanning the vertices from the left, every alternation
of labels produces a Sperner simplex. Starting from l&bel , any
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number of alternations that ends with a must be odd, and we do
end with al on the right. Therefore the number of Sperner
simplices is odd.

For the general proof of the theorem, the method is by
induction on the simplex dimensiom . The case- 0 is true,
vacuously. We have, moreover, just given an independent proof
for n = 1. Suppose now that the theorem is true for dimension
n — 1, and consider a simple¥  of dimensian . [lé&t be a
simplicial dissection ofS , and lé&t  be a Sperner labelling’ of
These induce the same on every fac& of , to which the inductive
hypothesis applies. Therefore every fac&of contains a simplex, a
face of some simplex &f , whose vertex labels exactly describe its
vertices; moreover, there is an odd number of such simplices in
any face. The proof of the theorem has two parts and we use this
consequence of the inductive hypothesis in the second.

Consider the clas§ of faces®f with vertex lakels. ,n
Any one is a face of a simplex @f whose remaining vertex label
is either0 or different frond0 and so amohg..,n . Dét Dbe the
number of simplices off’ with label3, 1,...,n . These are the
Sperner simplices. Also le¥’  be the number of simplice¥’ of
with labelsl,...,n and another repeating one of these. Each of the
N has one face of clags  and each of e has two. Thus the
number of occurrence of a simplex of cl#ss as a face of some
simplex of " isN 2N’ .

Now further, eacl” -simplex is counted once if it is in a face
of S, since then it is a face of just one simplex’of , and otherwise
twice, since then it is a face of two simplices™f . Bu€'a -
simplex in the facé,...,n 0of is a Sperner simplex for that face,
and by the inductive hypothesis the number of these is odd. Also, a
C-simplex cannot lie in any other face, by the Sperner labelling
rule. Thus an odd numbé@r  of faces/of have been counted once
in the total N + 2N’ and the remaining ones, 9dy , have been
counted twice. Thus we havé 2N' =M 2#/' ,whéfe is
odd. It follows thatV is oddQED

I The KKM Lemma

Lemma If U is compact and closed subsé{sC U are such that
N, Fi = O, then there exists >0 such that, for ady , if
X N F; # O for alli thenX has diameter at least .
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The set®),F; is compact, and the function

f(x) =min;|z; -x; | (z: € F)

defined on it is continuous and so attains a minimum , where
e > 0 since(),F; = O . Hence for any;, a; € XNF, for all
implies that the diameter & is

sup{lz —yl: 2,y € X} > f(a) Z ¢,

so itis at least QED

Theorem (Knaster-Kuratowski-Mazurkiewitz If S'is a simplex,

S, the face on any subset of verticEs a closed subset
associated with any vertéx ani=J._, F; ,andifC F, for
all v, then, F; # O.

Suppose if possible tha}.F; = O  anddet 0 be as in the
Lemma. Consider a simplicial subdivisich 6f  where the
simplices have diametex ¢ . For any vertex Tof vlet be the set
of vertices of the carrier face 6f , so that S, C F, and hence
t € F; for some: . LetL { ¢ . Thed. is a Sperner labelling of
the vertices ofl' . Hence by Sperner's Lemma there exists a
simplex X ofT such that, for all I, t (3¢ for some vertex of
X, soX NF;#0 foralli. But by the lemma this is impossible
since X has diameter less than . Hence the hypothesis is
impossibleQeb

LEV

1l Distribution matrices

A distributionon n objects is a set of numbers which are non-
negative and sum tb . distribution vector is any vector whose
elements form a distribution Introducing to denote a column
vector of any order with elements all , the condition for a row
vectorp to be a distribution vector can be stated

p>o, pl =1.
Then
A={p:p>o,pl =1}

is the(n — 1) -simplex of distribution vectors of order

A row (or column)distribution matrix is any matrix whose
rows (or columns) are each given by a distribution vector. Any
product ab of distribution matrices,b is again a distribution
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matrix. The condition for a matrix to be a distribution matrix can
be stated

a>o,al =1,

the orders of thd s here being different, unless is square, in
which case: can be regarded as a mapping

a: A — A

of the simplexA into itself where any poipte A has image
pa € A. For if ¢ = pa then we have > o because> o, a > o.
Also, becausel =1, al =1 , we have
ql = (pa)I = p(al) = pl =1,
sogl = 1. Hence alsg € A.
Let A be the set of displacementsdn |, so

A={q—p:pqe A},
and
veAs vl =0.

Foranyv € A, let

o] = 22vil,

lv] >0,]v] =0 v=o0.

SO

If a IS a distribution matrix, and € A , then alse € A. For
fromal = I we have
(va)l =v(al) = vl.

So fromvwl =0, alsqua)l =0 , and so we can consider algp

Theorem If a is a distribution matrix andi;, IS the smallest
element in columi , andif is any vector for whidh=0 , then

lva| < |v[(1 — ay).
It can be taken that

> i Vit > 0, (i)
since otherwise can be replaced-hy. Now we have
a > o, (i)
al = I and definitions ofv| and; (iii)
vl =0, (iv)

so that
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jva| = Z#k‘ziviaik‘ + > via (1)
< Zj#kzi‘v”aij + > viag, -+ (i)
- ZJZZ vilai; — 3=, (il — vi)a
< ol =3 (vl = vi)aw -+ (iii)
= |o|(1 —ay) o (iv)

lva| < |v|(1 —axr) QED.
Corollary If also g!,...,g" are distribution matrices and is a
lower bound for their elements, then
lvg'...g"[ < |vl[(1 = p)

r
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